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ABSTRACT

We developed a gesture based human computer itiberacterface. Wireless sensor
node is used to capture human body acceleratioa. ded segment received
acceleration data stream, we developed an algorthsed on sliding window and
standard deviation. To recognize gesture, HidderkMaModel (HMM) which is a
machine learning algorithm is used. Series pro®tygpplications are built to
demonstrate possible gesture based applicatiorfsitunte. We conducted several
experiments as well. Finally, we got highest 96%uaacy and lowest 17% accuracy.

KEYWORDS: body sensor network, wireless sensor network, skagam processing, hidden
markov model, machine learning, gesture recognitimman-computer interface



1. Introduction

The world we live in has become suffused with cotaputechnologies.
Computers are now embedded within a huge rangeatdrrals and artefacts, and take
on roles in almost all aspects of life. These cleangill be continued, it is not only on
our desktops and in our hands, but also in viguall aspects of our lives, in our
communities, and in the wider society of which we a part. Some changes are
spurred on by technology, and others are by theoreaf technological innovation[1].

Most of us learned how to use a computer by intemgcwith a personal
computer, using a keyboard and mouse to pointk eitd select, then the computer
will help us to do the tasks. The GUI has dominatieel way we interact with
computers for over twenty years, and for most efdase it is quite forgiving. But on
the other hand, researchers have pointed out thatig, clicking and dragging are
not ideal forms of interaction for many tasks. Egample, try to drawing a flower or
signing your name using a mouse[1].

In the last few years, new input techniques hawenlgeveloped that are richer
and less prone to the many shortcomings of keybaad mouse interaction. For
example, there are tablet computers that use dhgssd interaction on a screen[2],
and even paper-based systems that digitally caphamkings made on specialized
paper using a camera embedded in a pen[3]. Thestogenents support interaction
through sketching and handwriting.

1980s: Personal Computer Era 2020 and beyond: Ubiquity Era
One computer per user. Thousands of computers per user.

FIGURE 1.1 The evolution of human computer intacagt ]

From GUIs to multi-touch[4], speech to gesturinige tways we interact with
computers are diversifying as never before. Batleaechers and industry have agreed
that nature interface will dramatically change haw interact with computer in near
future. Some products with natural interface hau®aay reached market, for
example Nintendo Wii game console.

We are now standing at the edge of booming of ahtaterface. In this project
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we try to free user from keyboard and mouse, amgbs more natural free space
gesture human computer interaction interface torsuseth the help of sensor
technology.

2.Related Works

In future, “off the desk” interaction can be cortdzased like multi-touch
screen[4] or free-space based systems. This chdjg®usses two main solutions to
collect human motion from free space, the visiosdobasolution and the sensor-based
solution. Comparison is made to decide which sotutive should choose in our
project.

2.1 Vision based solutions

Vision-based solutions collect human motion frome cor multiple cameras.
Vision-based devices can handle properties sudbxagre and color for analyzing a
gesture, while sensor cannot. A tracker also naetlandle changing shapes and sizes
of the gesture-generating object (that varies betwmdividuals), other moving
objects in the background, and noise[5].

Vision-based techniques can vary among themseligg: il. the number of
cameras used; 2. their speed and latency; 3. thetwte of environment (restrictions
such as lighting or speed of movement); 4. any tesspirements (whether user must
wear anything special); 5. the low-level featuresgdi (edges, regions, silhouettes,
moments, histograms); 6. whether 2-D or 3-D repred®n is used; and 7. whether
time is represented.

Researchers from Georgia Institute of Technology @32k which is a gesture
recognition toolkit to create an American Sign Laage game for deaf children[6]. A
pair of pink glove is used. The students pushedt®sb and then signed a gesture, and
the data was collected using an IEEE 1394 vidececanThe hand is pulled from the
video image by its bright colotJser-dependence model was validated in a 90/10
(training/testing) split, with word accuracy in thev 90s. User-independent models
were lower with an average word accuracy of 86.6%.

Researchers from National Taiwan University ofeBce and Technology use
VICON system which is a professional vision basediom tracking system to extract
features[7]. The features are then sent into a -paggogation neural network
(BPNN). The best result accuracy was 94.65%.

2.2 Sensor based solutions

Sensor-based solution typically requires the usewg¢ar a cumbersome device
nowadays. This hinders the ease and naturalneiseafiser’s interaction with the



computer. According to Moor’s law, sensors areiggtsmaller and cheaper as time
goes on. It will be a pervasive in future, we batie

Researchers from UC Berkeley developed a wearableon sensor network to
recognize human activities[8]. They use both acoebeter and gyroscope on Tmote
Sky platform.

FIGURE 2.1. Wearable sensors from UC Berkeley

They introduced distributed pattern recognitionclEanote (mote is a sensor
network terminology means node interchangeably) darclassification locally and
sends events to global classifier to recognize anotiCompare to centralized
approach, it dramatically reduced the communicatmd energy consumption. It
increases the robustness of system, user can awtessary node when needed on
the fly.

For segmentation and recognition, they implemefiteghr discriminate analysis
as global classifier. On sensor side, basis pubmasged algorithm is implemented. In
experiment, they got 98.8% accuracy when all nagwated and 89.8% accuracy
when only one sensor is activated.

Researchers from Finland developed an accelerorbated gesture interaction
to control DVD player[9]. They developed their owreasure instrument. HMM is
used to recognize gesture. They manually do thensetation on data stream. The
interesting point is a procedure based on addingendistorted signal duplicates to
training set is applied and it is shown to incre#se recognition accuracy while
decreasing user effort in training. With the hefpnoisy data, user can have only 2
training samples for each gesture.

Researchers from Waswda University Japan use waetklerometers and
gyroscopes to extract features of gestures andeci@anusic tempo system[10].
Changes of acceleration are measured using a fuenzigion of radial angles. They
use threshold level of acceleration to identifytstéand end of gesture. The authors
recognize or classify gestures using squared error.



2.3 Comparison and analysis

Vision based solutions| Sensor based solutions
Cost © S
User Comfort © S
Calibration © S
Computing Power ® S
Portability ® ©
Data loose ® ©
Ubiquity S ©

TABLE 2.1 Comparison between vision based and sdvesed solutions

Cost: The cost of sensor based system is relatively h@h.the other hand, a
vision-based solution is relatively inexpensivepexsally since modern-day PCs are
equipped with cameras. As time goes on, therebgilittle difference between them.
User Comfort: Compare with sensor based solution, vision basetesy does not
require user to wear any device. However, from laropoint of view, sensors are
getting smaller and smaller. They will be small eglo to embed into cloth which will
not be noticed by user in future.
Computing Power: Depending on the algorithms used, both sensordbase vision
based solutions can require significant computiogvgr. However, in general, the
vision-based approach takes more computing power tduthe image processing
necessary. Sensor-based solutions have a slighht)e over vision-based solutions
in that the data the sensors send to the compatereasily be transformed into
records that are suitable for recognition.
Calibration: In general, a calibration procedure or step islireq in sensor based
solution for every user and, in some cases, every & user wants to run the system.
In some vision-based solutions, however, a geredration step can be used for a
wide variety of users.
Portability: Vision-based solutions are quite difficult to usea mobile environment
due to camera placement issues and computing pegeirements.
Data lose: Vision-based system may have line of sight problBarts of the user’s
body may occlude each other from camera. Althoughifiple cameras can be used,
vision-based system inherently loses some criteéh when mapping 3D data to 2D
data.
Ubiquity: Sensor is becoming cheaper and pervasive. We bedeery mobile phone
in future will have variety types of embedded sessehich can be used to interact
with both user and environment nearby. Not onlyinmut also feed back can be
supported on sensor, for example force feed back.

From the comparison and analysis above, we deocidaglement a sensor based
human motion recognition system.



3. Theory and Technical Detalils

Gesture recognition is an interdisciplinary reskarsince developer should
consider issues from both physical world and compsystem. To recognize human
motion, first we need to capture it and transmittioro data to computer. This raw
data is then analyzed by various recognition atljors to extract meaning or context
from the data in order to perform tasks in appiaratin this chapter, we are going to
discuss the choice of hardware platform and re¢mgnalgorithms.

3.1 Capture human motion data

To recognize human gestures and motions, we neeaghttter raw data from
human body. As we discussed in section 2.2, thexesaveral choices. In following
sections, we will discuss body sensor network ptatf and why we choose Sun
SPOT as our development platform in detalil.

3.1.1 Body sensor network platform

Originally, wireless sensor network was designedititary applications such as
battlefield surveillance. However, wireless sensetworks are now used in many
civilian application areas, including environmemdahabitat monitoring, home
automation, and traffic control[13]. Recently, wgieeless sensor nodes in health and
human motion monitoring become a popular topic.

The idea of Body Sensor Network(BSN) is first imlweed by researchers from
Imperial College London[12]. According to [11], WShbde provides a suitable
development platform for pervasive health care iappbns. Various physiological
sensors can be integrated into WSN node. It renolizies the health care system by
allowing inexpensive, continuous and ambulatorylthemonitoring with real-time
updates of medical records via Internet. A numifentelligent physiological sensors
can be integrated into a wearable wireless body aetwork, which can be used for
computer assisted rehabilitation and even earlgatiein of medical conditions.

Finally, we decide to use wireless sensor nodeauirpooject rather than build our
own specific hardware, because wireless sensor padedes an extensible and easy
to use platform which guarantees possible apptinatin future.

3.1.2 Sun SPOT and advantages over other platforms

There are plenty types of wireless sensor nodesame choose, from legacy
motes like mica2[15], micaZ[16], Tmote Sky[17] tdst motes, like Sun SPOT[18]
and Imote2 Build[19].

Sun SPOT (Sun Small Programmable Object Technolegyne of the latest
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sensor nodes developed by Sun Microsystems. Destetign write Java application
to deploy to this small device. There are numbérsemsors already integrated on
board.

FIGURE 3.1. Sun SPOT[18]

Imote2 Builder is a joint product developed by Giosv and Microsoft. .Net
Micro Framework is embedded in Imote2, similar gu&wk Virtual Machine in Sun
SPOT. .Net Micro Framework supports C# programnanmguage.

Legacy Motes | Sun SPOT | Imote2 Builder

Hardware capability ® © ©
Extendibility ® © ©
Programmability ® © ©
Open source © © ®
Scalability © e O
Battery life S ® ®
Affecting S © ©
Security ® © ©
Technical support S © @)
Affordability © e ®

TABLE 3.1. Comparison between motes

Hardware capability: Compare with legacy motes, new generation nodes iere
powerful processor and larger memory space. Monepeting tasks can be directly
processed locally instead of sending message backehtral server. Powerful
hardware platform ensures extendibility of futupplecation. Both Sun SPOT and
Imote2 have accelerometer sensor which we neesetanuthis project.

Extendibility: Not only more powerful hardware, but also stackadnichitecture is
used in new generation mote. Users can buy or héid own sensor board to attaché
to without re-design or modify existing platformotB Sun SPOT and Imote2 support
analog and digital 1/0. Even actuators like servegeaker and force feedback
component can be integrated easily.

Programmability: As we know, develop embedded application is &yrigork. First,
developers have to configure multiple standalowékits like IC burner and compiler
to make them work together. In contrast, new systprovide a total solution. Now
developers can work in their favorite IDE like Ne#ims and Visual Studio without
worrying about configuration. Second, developenrgehta learn special architecture of
tinyOS and nesC. Developers have to know a lotpafciic low level hardware
knowledge, like how to manage memory space andtbawake mote sleep. On the
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other hand, with the help of virtual machine likgudwk and .Net Micro Framework,
developers are separated from hardware level. tae\create embedded applications
using the technology they already familiar withr, &xample Java and C#. Thanks to
the powerful hardware, richer functionality like itmthread, multi-task and garbage
collector are supported in emerging embedded system

Open source: Sun SPOT is an open source platform. Not onlywsot, but also
hardware is open source. Developers can freelyoguse it to meet any special
requirements. Compare with Sun SPOT, both ImoteR.Bet Micro Framework are
close source. Sun SPOT is supported by open conyndiar Imote2 Builder, the
support is relative close and hard to use.

Security: Both Sun SPOT and Imote2 Builder can apply RSAtagraphy algorithm
which is more secure.

Compare with mature legacy system, still, new gatiean motes have many other
problems like the battery life, scalability and to%s time goes on, these differences
will get smaller and smaller. In this case, we d®to develop our application based
on Sun SPOT instead of legacy system and Imote@2&ui

3.2 Recognize human motion

Now, we have hardware platform to capture humananoAcceleration data can
be transmitted wirelessly to computer and waitirmg further processing. The
characteristics and challenges of motion recogmitudl be presented in this section.
The theories of solutions to these challenges i@endn second and third sections.

3.2.1 Characteristics and challenges of human motio

Human motion is an inherent continuous event affetuli to predict. Basically
the system we want to develop is a real time dagas processing system. Compare
data stream processing system with traditional datdyzing system, stream passed
through the system once only, and both processing &and memory usage is
restricted.

Human motion recognition problem is similar to wigecognition. The main
difference between these two is motion occurrethiae dimensional which requires
at least 3 attributes to represent.

Making best use and reuse of a motion data stresquires recognizing the
motions in the stream with high accuracy. Recogiianotions in such continuous
multi-attribute streams also involves segmentattmat is, identifying the beginning
and end of a motion in a stream. To recognize agdsnt motion streams with high
accuracy, several challenges need to be addre§§ed[2
< Similar motions can have variations: Different attributes can have different

variations and can have various temporal shiftstdusotion variations.
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FIGURE 3.2. Variations of similar motions

<~ Similar motions can have different lengths:Motions performed at different
times or by different subjects have different dimrag, and motion sampling rates
can also be different at various times. In conttastsubsequence matching,
motions in a stream can have longer lengths thaitagireference motions.

. | -
l

move slower move faster

FIGURE 3.3. Similar motions with different length

< Complete motions need to be compared with both inocgplete and over
completed motion segmentsAs shown in Figure 3.4, complete motions are
concatenated by brief transitions, and the motiandaates in a stream can
contain these transitions. Hence, the differene@wden complete motions and
motion candidates with missing or extra segmenbﬂlsrbe captured.

— mm— ,‘ll'J. — :ll-'il

B o n
T w '. :
[ 'U

FIGURE 3.4. Three similar motions with different améngs

<~ Motions can follow similar trajectories in different directions, and their
semantic meanings may differ:;For example, to sit down from a standing pose
can follow a similar trajectory as that of standuqg from this pose, yet the two
motions are different.

clockwise circle counter-clockwise circle

FIGURE 3.5. Similar trajectories in different ditens

3.2.2 Recognition algorithms

Obviously, we need to identify different motionseuss performing. If the data
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sequence is pre-segmented, classification beconresghgforward with many
classical algorithms to choose from. There havenbewied approaches to handle
gesture recognition, ranging from mathematical neodmsed on hidden Markov
chains to tools or approaches based on soft congputi

It is believed that artificial intelligence technigs can be applied to recognize
human motions. Here we discuss three most poplgarigoms in this field[5]:

Accuracy Training Previous Work | Adv. Knowledge
NN 96% Extensive Extensive Yes
IBL N/A Extensive Minimal No
HMM 96% Extensive Extensive Yes

TABLE 3.2. Comparison between three popular redogmnalgorithms

Neural Networks

A neural network is an information processing systwosely based on the
operation of neurons in the brain. Neural netwdréage been used principally in the
artificial intelligence community to build certaitypes of autonomous agents and
recognize patterns.

Neural networks are a useful method for recognizivemd gestures, vyield
increased accuracy conditioned upon network trginemd work for both sensor
based and vision-based solutions. However, they lilistinct disadvantages. First,
different configurations of a given network canegivery different results, and it is
difficult to determine which configuration is bestithout implementing them.
Another disadvantage is the considerable time iwredlin training the network.
Finally, the whole network must be retrained inesrtb incorporate a new gesture. If
the gesture set is known beforehand this is nassure, but if postures and gestures
are likely to change dynamically as the system ligge a neural network is probably
not appropriate.

Srengths

1. Can be used in either a vision- or sensor-basedisol

2. Can recognize large posture or gesture sets

3. With adequate training, high accuracy can be a€liev

Weaknesses
1. Network training can be very time consuming andsdoet guarantee good
results

2. Requires retraining of the entire network if harmbtpres or gestures are
added or removed

Instance-based Learning

Instance based learning is another type of madesring algorithm. The most
famous Instance based learning algorithm is K-Nstaxeighbor. Basically, training
data is mapped to a Euclidean space. Test sampbk toemap to space as well to
calculate the distance between test sample amdrtigasamples. Majority vote can be
applied to classify test sample to improve accuracy

Instance-based learning techniques have the adyamh simplicity, but they
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have a number of disadvantages as well. One magadvhntage is the cost of
classifying new instances. All of the computatiomsinbe done whenever a new
instance is classified, which means there will égponse time issues when dealing
with a large amount of training examples. Anothisadvantage of these methods is
that not all of the training examples may fit in imanemory, and thus will also
increase response time.

Unfortunately, very little work has been done orstamce-based learning in
recognizing hand postures and gestubldsre research is needed to determine
whether the technique can be applied to hand gsstaind if the accuracy can be
improved.

Srengths

1. Except for case-based reasoning, instance-baseudngaechniques

2. are relatively simple to implement

3. Canrecognize a large set of hand postures witrenagely high accuracy

4. Provides continuous training
Weaknesses
Requires a large amount of primary memory as ngiset increases
Response time issues may arise due to a large @ambcomputation
at instance classification time
Only a little reported in the literature on usimgtance-based learning
with hand postures and gestures

agrwnNPE

Hidden Markov Models

HMM is defined as a set of states of which oneestaithe initial state, a set of
output symbols, and a set of state transitionshaate transition is represented by
the state from which the transition starts, thdéesta which transition moves, the
output symbol generated, and the probability thatttansition is taken.

In the context of hand gesture recognition, eaatestould represent a set of
possible hand positions. The state transitionsesgmt the probability that a certain
hand position transitions into another; the coroesiing output symbol represents a
specific posture and a sequence of output symeplesent a hand gesture. One then
uses a group of HMMs, one for each gesture, and eusequence of input data
through each HMM. The input data, derived from fExa a vision-based solution or
from sensor values, can be represented in mamgreliff ways, the most common by
feature vectors.

Like neural networks, HMMs must be trained anddbeect number of states for
each gesture must be determined to maximize peafoce If the number and types
of hand posture and gestures are known beforeldlid/ls are a good choice for
recognition. If the hand postures and gestures datermined as the system is
developed, the development process can be morecomsuming due to retraining.
Although HMMs require extensive training, and theidden nature makes it difficult
to understand what is occurring within them, thely may be the technique of choice
since they are well covered in the literature amel accuracies reported are usually
above 90 percent.
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Srengths

1. Can be used in either a vision- or sensor-basedicol

2. Canrecognize large posture or gesture sets

3. With adequate training, high accuracy can be aediev

4. Well discussed in the literature
Weaknesses

1. Training can be time consuming and does not guaeagod results

2. As with multi-level neural networks, the hidden urat of HMMs makes it

difficult to observe their internal behavior

In this project, we will use HMM, because it is Boyen technique with high
accuracy. Second reason is there are lots of maialidts that we can directly utilize.
However, human gesture is a continuously eventntifye gesture needs both
recognition and segmentation as we discussed if.3.2

3.2.3 Segmentation algorithms

A gesture may be affected by the context of prewpdis well as following
gestures. The recognition of natural continuoustuges requires their temporal
segmentation. One technique is user manually spéuod start and end points of a
gesture in terms of the frames of movement, bottinie and in space. This can be
done by switches or voice command.

Another technique is auto segmentation which isemmature but much more
difficult than manual method. Based on literatugeiew, there have been two major
approaches in the past to provide partial solutionsimultaneous segmentation and
recognition of human actions on wearable sensars|[8]

1. We can assume different actions are separated“lBs# state, and such states
can be detected by energy threshold level or aiapelassifier to distinguish
between rest and non-rest. However the validitthefrest state between actions
is not physically guaranteed. For example, nonsient actions such as walking
and running may last for a long period.

2. We can assume all sensors in the network are alai&t all time, and rejects
invalid samples based on the sample distance betwee test and training
examples. The drawback is not robust when the nuoflective sensors changes
over time. In this case, tuning a list of differetistance thresholds to reject
outliers when the number of sensors changes catiffiimilt, which still highly
depends on the condition on the training samplegRamic Time Warping
algorithm and neural networks belong to this catggo
In this project, the algorithm we implemented bg®mo first category. Since we

use human hand gesture to interact with computerassume when user done a
gesture, user will take a short time waiting fapense from computer, and then user
can proceed another gesture command. Noisy gesthoedd be filtered out and not
to be considered. Our algorithm is based on ac#ber threshold enhanced with
standard deviation and sliding window technique.Wileexplain this in next chapter
in detail.
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4. Implementation Detalils

In this chapter, we will discuss the general agtttitre of the system and each
key module in detail.

4.1 System architecture

The architecture of system is pretty straightfodva8un SPOT is attached to
human hand. It continuously samples and sends sagnatceleration data to base
station wirelessly. Base station takes respongitit receive data stream from SPOT.
Raw data stream from base station is processedsirPC. Recognition module takes
the responsibility to identify human motions. Gestbased applications then get
notified when motion is recognized.

SENSOR RECOGNITION GESTURE BASED
MODULE MODULE APPLICATIONS
2]
@
jan) =] s
>
5 gils| |E Z
ElLU= sl JE| = =
- O -...)Q—% g% - 8
Q — 1] =] =] =g
4 ) =4 aQ o
£ S IE] |7 2
3 2
1

FIGURE 4.1. System architecture

4.2 Sensor module

The application logical inside Sun SPOT is reldtiv@mple. Since we need to
track human motion data continuously, Sun SPORtitexly measures acceleration
data from accelerometer and sends data back to b&®n through radio
communication.

The accelerometer chip used on Sun SPOT is STokjstems LIS3L02AQ
which supports 2 detection models: One has readinge within £ 2G (G is gravity

acceleratio®.8m/s®) with higher resolution §00mv/ g ), the other one has reading

range within £ 6G with lower resolution. On sensor side, we choa$®G detection
range, since according to research the maximumevalay exceeds 20G even in
ordinary human motion[10].

Obviously, acceleration data from 3 dimensions ianportant. Another key
feature is tilt on 3 axes. These 6 parameters bdllanalyzed by machine learning
engine. Switches on SPOT are used as well providirepually segmentation
mechanism. Switch status will not provide to HMMyere. In total, 9 parameters will
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be packed into one radiogram packet and transmnaitigih 802.15.4 wireless protocol.

FIGURE 4.2. Accelerometer X, Y and Z axes[18]

In Sun SPOT, it supports two types of wireless dnaitting protocols:
radiostream and radiogram. Radiostream is verylainido TCP which guarantees
reliability. Radiogram is close to UDP which canus®zd to broadcast packet without
reliability. We choose radiogram instead of rades in this project is because
wireless transmission is not very reliable in nataompare with weird network. The
occasionally dropped packet is not a problem ia daeam application.

The sampling rate is around 40Hz. For real timdiegion, it is a bit low. It is
possible to increase the sampling rate. Howeverdav@ot want to increase it too
much, since wireless communication may drain battery quickly and block other
wireless devices nearby.

The radiogram packet now has 9 features:

Packet =adrgor +a, +a, +a, +t, +t, +t, +sw +sw,

radiogram
< adrgo; - The unique address of SPOT which can be usetktdify.
< a,+a, +a,: Acceleration of 3 axes, integer value.

< t,+t, +t,: Degree of tilt of 3 axes, integer value.

< sw, +sw,: Represent the status (pressed or released) afhesion SPOT.

User can explicitly segment data stream by predsralease switch. In this

project, only sw, is used. For auto segmentation method, the twanaegts

not necessary. We will explain it in next section.

4.3 Recognition module

This module consists of two main sub modules: ssgation and HMM engine
module.
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4.3.1 Segmentation module

The system supports both manual and auto segn@ntatechanisms on data
stream.

For manual segmentation, user has to explicitlyknhe start and end point of
each gesture. User can segment data stream thbatigins on GUI and switches on
SPOT. Note that for training session, only maneghsentation is supported to ensure
high quality training samples.

When switch is pressed, latter packets in datastreill be recorded to another
array until the switch is released. At the momdrawatch releasing, the segmentation
module will automatically submit the recorded arrayHMM engine module.

Example

We have a raw acceleration data series whichasnishn Figure 4.3. When user
press switch on SPOT, data elements in streambeiltecorded until the switch is
released. In this example, data “3, 1, 2” will lopied to another array and submitted
to HMM engine module.

0 1 3 1 2 6 9

A A
Press Release

time

FIGURE 4.3. Segment data stream manually

For auto segmentation, it is a bit complex. 4 Kggpathms are used:
<~ Data aggregation: Combine multi attribute data stream to one. In fingject,
absolute acceleration values from 3 axes are suta ogeate this aggregated data
stream.
< Sliding window: It is a FIFO data structure and mainly used to @sscdata
stream. Aggregated data stream keeps flowing ttraliding window. Figure 4.4
shows an example of sliding window. We only focus data within window
which consists of a sequence of recent data. bploject, we set the window
size to 5.
t1 t2 t3 t4 time
Sliding ———
window
FIGURE 4.4. Sliding window

»
»

<~ Standard deviation: It is a measure of statistical dispersion whichaates how
stable the data stream in sliding window is. ldédined as the square root of the
variance. In our assumption, perform gesture wal to unstable value.

<~ Two threshold levels:If standard deviation value exceeds first threshelatl,
data will be recorded to array. Later if value belsecond threshold level,
recorded array will be submitted to HMM engine. 8ét the first threshold value
greater than second value. The reasons are: lerhiigst threshold level can help
to filter out noisy data; 2. lower second threshtdd ensure valuable motion data
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are indeed collected as much as possible. In opteimentation, % threshold

=25.5, 2% threshold =10.5.
Example

We have a raw acceleration data series below. \&d teefind the start point and
end point of gesture based on threshold levelsekecation data series between start
point and end point will be copied to another dagaes and submit to recognizer later.
Obviously, packets (2,-1,2) and (4,-2,3) are gestiat user performed.

Raw acceleration data series, each packet consmiosleration readings from

3axeqa,,a,,a,):

(0,0,0), (0,-0.1,0), (0,-0.1,0.1), (2.-1,2), (4.-2,3), (-0.1,0.2,0.1), (0,0.1,0),(0,0,0), (0,0,0) tiIne>

Two threshold levels are: START_THRESHOLD=1, END RESHOLD =0.2
For simplicity, we set the window size to 3 in tieisample. The standard deviation

value g, can be computed only if there are 3 elements withihdow.

1. Sum up first 3 packets with absolute values fdhthem into window, so within
window we have} 0, 0.1, 0.2

2. Compute g, = 0.082,

3. Sum the forth packet, we get 5. Remove the bklesment in window and add the
fourth packet to window. So the window now contajfid, 0.2, 5

4. Computeo, = 2.287,

+ 0, 2 START_THRESHOLD U (2,-1,2)is copied to another data series

5. Sum the fifth packet, we get 9. Remove the dldksnent in window and add the
fifth packet to window. So the window now contaifis2, 5, 9

6. Computeo, = 3.640

+ 0, 2 START_THRESHOLD U 4,-2,3)is copied to another data series

7. Sum the sixth packet, we get 0.5. Remove thespldlement in window and add
the sixth packet to window. So the window now cara5, 9, 0.

8. Computeo, = 4.418,

"+ 0, 2 START_THRESHOLD U (-0.1,0.2,0.1)is copied to another data series

9. Sum the seventh packet, we get 0.1. Removeldestelement in window and add
the seventh packet to window. So the window nowaias:| 9, 0.5,0{1

10. Computeo, = 2.973
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+ 0, 2 START_THRESHOLD U (0,0.1,0)is copied to another data series

11. Sum the eighth packet, we get 0. Remove thesblkelement in window and add
the eighth packet to window. So the window now aorg:/0.5,0.1)0

12. Computeo, = 0.191

"+ 0, < END_THRESHOLD U Now we have2,-1,2) (4,-2,3) (-0.1,0.2,0.1) (0,0.1,m array

13. Sum the ninth packet, we get 0. Remove thesblElement in window and add the
ninth packet to window. So the window now contajig:,0,0

14. Computeo, = 0.058Rest period between two gestures in our assumptio

S

2" threshold level

o )
(=] (2] —_ 2] N (2] w 2] - (2] (2]

FIGURE 4.5. Standard deviations vs. Time

This is a simple example to explain algorithm weliemented. Finally, we have
array(2,-1,2) (4,-2,3) (-0.1,0.2,0.1) (0,0.1,0AS you can segeo.1,0.2,0.1) (0,0.1,0s relative stable
and should not be considered as motion data, breality, motion sequence should
last longer than this example. So, small amoumtosdy data will not affect accuracy
in theory. This array will be submitted to HMM engimodule.

4.3.2 HMM engine module

This module takes the responsibility to learn agxbgnize data series submitted
from segmentation module. Since HMM is a superviségbrithm, this module
supports both training and recognition. Two openre® components are used to
develop this module.
< GART: Gesture and Activity Recognition Toolkit (GART)[213 an on going

project developed by Contextual Computing Group@eorgia Institute of

Technology. It is a toolkit to allow for rapid poiyping of gesture-based

applications. Basically, it is a wrapper of CU-HTK.
< CU-HTK: The Hidden Markov Model Toolkit (HTK)[22] is a pattle toolkit for

building and manipulating hidden markov modelss lieveloped by the Machine

Intelligence Laboratory in Cambridge University amdicrosoft. HTK is

primarily used for speech recognition research.
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See Figure 4.6, in training session, segmentedoleanata will be stored to
library on disk. Basically, the library is a set XML files which hold all gesture
samples, their names and configuration argumentsenAall desired gestures are
collected and stored to library, CU-HTK can bedgdged to analysis and learn these
samples. Learned experience will be stored as af $its on disk as well.

For each gesture user should provided at leagnplsa. Each sample should last
0.5 second at least. In theory the more samplespuseides the higher accuracy can

be achieved.
Library CU-HTK
SPOT Samples (Storage) ‘ (Training)

FIGURE 4.6. Training work flow

After training session, user can use HMM enginerdoognize gestures. See
Figure 4.7, the SPOT sends segmented sample diyttee CU-HTK which in turn
sends a result to all of its listeners (applicagjon

CU-HTK
(Recognition)

Application

v

SPOT == Sample= b

FIGURE 4.7. Recognition work flow

As we discussed in 3.3.3, HMM has its advantageb disadvantages. As a
recognition engine advantages are:
1. There is no limitation of number of gestures;
2. Users can customize their own gestures. Gesanedsighly user oriented.

As a gesture based interface disadvantages are:
1. Users have to waste lots of time to train tbein gestures;
2. The trained system is user specific, the red¢mynirate may fall dramatically when
other user try to use this system.

To minimize these drawbacks, we predefined someigesin the system, so user
can directly use this system out of box. Gestusedapplications that we built will
be discussed in the following section.
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4.4 Gesture based applications

4.4.1 Gesture based SVG virtual phone book

SVG Application

zoom in

zoom out

Zoom X axis
—Sockets»| Zoom Y axis

clock rotate
reverse clock rotate

3

HTNAON JOSNES
A
HTNAOW NOILINDODHY

0002 UoISuR}x3

Xdd dIOA

auoyd Jos

18U MOPYIU'XOQXLI] :18AI8S

Tomcat Axis

o SVGService.jws J

\
|
Phone Call WS I
|
|
|
)

Gesture based SVG Browser

SVG is a standard format used for describing vegm@phics in XML. The
reasons for choosing SVG are: First SVG as an ogtjatform is accessibility. Users
can, for example, zoom into or out of a displayilgakan for a more conventional
view. Another advantage for using SVG is that reteghip between SVG and
Cascading Style Sheets (CSS) are quite close, wimehns application can use
W3C'’s recommendation way for styling.

Batik[27] is a Java-based toolkit for applicatioos applets that want to use
images in the Scalable Vector Graphics (SVG) forrtgbrovides various functions
that use the SVG format for display. The packagalled SVGraphics2D.

Batik’s API gives developers a set of core modtleg can be used together or
individually to handle custom SVG elements or supppecific SVG solutions. In
our implementation, we use Batik to achieve geshased functionalities, such as,
zoom in, zoom out, zoom X axis, zoom Y axis, clootate, and reverse clock rotate.

In Virtual Phone Book application, there are totadix gestures defined, we
trained these gestures and stored them into atadliyecalledPhoneApp, then inside
application logic, each pre-trained gesture isdohko an application function. For
example, if you clockwise move Sun SPOT to drawarigr circle means clockwise
rotate the phone book image, if you push Sun SROffont of you means call the
person relate to the current phone image (detad@iP call will be discussed in next
section), if you move Sun SPOT to draw a circle mseehange to next image etc.
Once gesture and application function mapping isedevhen user wave Sun SPOT,
the data pattern generated for particular gestiligoass to recognition engine which
compare the receiving data to training date, if theognition engine find a match

20



pattern, it will pass th&attern Sring to Virtual Phone Book application use socket
communication, then corresponding function defimedpplication will be executed.

Asterisk based VOIP call

Asterisk[29] is the world's leading open source PB&lephony engine, and
telephony applications toolkit. The reason we ckoAsterisk is because it is open
source software and it offering flexibility unheaad in the world of proprietary
communications.

The next step is choosing SIP extension or AlX esitan. SIP (Session Initiation
Protocol) is one such protocol which has been thgest of extensive research over
the past few years. More recently, IAX (InterAss&riExchange Protocol) has
emerged as a new VoIP protocol which is steadiipigg credence among the open
source community. After careful research, we fipalhoose IAX as communication
protocol by the reason of IAX are simplicity, NAfdndliness, efficiency and
robustness.

Source Call Number Timestamp

[—— 2 bytes ] 2 bytes

Y

Voice Payload
o variable data

FIGURE 4.9. IAX mini-frame packet

A 4

After we install asterisk, then create an exten2@®0 for test use.

Add Extension
|ser Extension 2000
Display Mame tMEDCFrojectTest

FIGURE 4.10. Create an extension in FreePBX

Next step is creating a trunk for outgoing routes @hoose Faktortel as VSP
provider, details of IAX2 trunk setting is shownkigure 4.10.

allow=ilhc

context=from-trunk
dizallow=all
host=iax.faktortel.com.au

gqualifvy=3000
FIGURE 4.11. Faktortel trunk set up

The Final step is creating an outbound route fagauag calls. The name of the
route is FaktortelOutbound, and use 0 as prefixafooutgoing calls. After finish all
the steps above, the asterisk based VOIP PBX ay/riest making calls.

In Virtual Phone Book we are use web URL formatiiake web calls, the format
is like “italkto:// phoneNumber /2000:2000@PBX sarvlocation”, then this
particular URL will sent to iaxLite soft phone, tlugh soft phone call the real PSTN

21



landline or mobile number.

In order to control remote laptop or work stationnmhake calls, we are running
axis based web service on remote computers, losalgreate proxy for remote web
services, then Virtual Phone Book using these g send call command in Soap
format, and execute in remote computers.

4.4.2 Control virtual earth with multiple sensors

In virtual earth application, we use accelerometer§un SPOTSs to capture hand
posture. Tilt is then translated to normal inpuvides signal in OS. OS takes the
responsibility to control NASA World Wind 1.4[14].

SENSOR SIDE g HOST SIDE —m——

)

NASA World Wind )

KeyEvent.VK_LEFT
KeyEvent.VK_RIGHT
KeyEvent.VK_UP
KeyEvent.VK_DOWN
KeyEvent.VK_PAGE_D
OWN
KeyEvent.VK_PAGE_U
P

aInjsen)
uewny
$10dS uns
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Event
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o
Q
7]
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=
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FIGURE 4.12. Virtual Earth architecture

As you can see in the Virtual Earth architecturevainin Figure 4.12, two sensor
nodes send data stream continuously, the baserstaceives the data and judge
where the data coming from. Then, signal processiuglule translates events to
keyboard or mouse actions.

The reason for choosing NASA World Wind is becatiseapplication gives user
rich 3D interactive experiences, just as if youevegally there. World Wind lets you
zoom from satellite altitude into any place on Ba$o with Sun SPOTs multiple
sensor nodes, user can control the virtual eartfotely, which makes NASA World
wind even absorbing. If user imaging these two @ensdes as plane’s controller,
with the right movement the application will giveeaus a feeling like they are flying
over the top of earth. User can not have this e&pee with keyboard and mouse.

FIGURE 4.13. Fly over the earth
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4.5 Other functions

In this project, we also integrated some other pawe&omponents. Both users
and developers get benefits from these functions.

First, our application can output all reading to\Cfge. This CSV file can be
imported to database for future research.

Second, we use experimental vector based Java N[@#Juvisual style in our
application. Since we believe, people mainly usgige based application in front of
big screen with high resolution. Compare with pikeked visual theme nowadays,
vector based application could be gleamier in itur

Third, JFreeChart[26] is used to develop a reaktoata analyzer to make data
stream human readable. Once the base station eetaia stream, it will be displayed
in this chart in real time, see Figure 4.14. Whh help of this chart, we can visually
analysis data patterns.
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FIGURE 4.14Sun SPOT real time data chart

5. Experiments and Results

Systematic tests are required in order to evaltlageaccuracy of the gesture
training and recognition system. We will give theperiment methodology in first
section. Results and analysis will be discusseadshsections.

5.1 Methodology of experiment

We choose some characters from EdgeWrite[23] wisch unistroke text entry
method developed by University of Washington. lsndfits include increased
physical stability, tactility, accuracy, and theilidyp to function with very minimal
sensing. It is originally designed for PDA, but wee it in our free space gesture
recognition system.

Instead of test whole character set in this expent, we carefully selected some
characters which might be more suitable in our Bpace gesture application. Here
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below are two sets of gesture:

a g n t X S

< Gesture set Sl/( 3 N T >@ S

o] Cc f g q o
< Gesture set SZD C r\ i <_7)‘ B

In S1, the shape and track of each gesture isrdiif from each other. Recognizer
should be able to identify these characters edsil®2, 6 gestures are similar to each
other. Compare to S1, the recognition accuracy&i$ould be lower. We want to
know system'’s performance on similar gestures.

We defined the test cases. Now, we need to transyistem based on these test
cases. We trained two gesture sets respectivelgh Egsture set, we trained 2
versions.

< Version 1 (V1): 5 samples per gesture. User spediained by an expert

< Version 2 (V2): 10 samples per gesture. Non usecifip (relative), trained by

two experts

For V1, each gesture in gesture set has 5 sanfpdes/2, each gesture in gesture
set has 10 samples. Compare with V1, V2 containse rtraining samples, it should
get better accuracy.

Each version contains both S1 and S2 as training. danally, we have 4 total
training data sets.

S1 S2
V1| N1 | N3
V2| N2 | N4

TABLE 5.1. Sample matrix

We will perform 10 samples for each gesture to wat&l the accuracy of the
system.

5.2 Performance analysis of recognition module

In the first experiment, we want to test the pearfance of HMM engine. The
data stream is manually segmented through the BwitcSPOT. It works similar to
Nintendo Wii game console which force user to hbidton B before gesture is
finished. Table 5.2 depicts the summary accurasyw@ discussed before, it is very
easy to get high accuracy when manual segmentegtiosed. Table 5.3 to Table 5.6
depicts the detail accuracy information on each tes
S1 S2
V1| 85% | 75%
V2| 96% | 78%

TABLE 5.2. Summary of accuracy
In confusion matrices below, row means the acteatuge we performed; column
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means the recognized gesture by system. For exampl@able 5.3, cellnn
(shadowed area) is 70%. It means 70% of gesturas been correctly recognized by
system. On the other hand, lookrat andng, 20% and 10% of gesture has been
incorrectly recognized asandg respectively.

From experiments, we can see that the HMM engin&swery well in this case.
Even with minimum 5 training samples we can geghidy 80% accuracy. With the
help of 5 more training data, it reaches 96%. Compa&o gesture sets, the accuracy
of S1 is higher than S2. It is because gestur&2iare similar to each other.

85% a g n t X s
a 70% 30% 0 0 0 0
g 0 100% 0 0 0 0
n 20% 10% | 70% 0 0 0
t 0 20% 0 80% 0 0
X 0 10% 0 0 90% 0
s 0 0 0 0 0 100%

TABLE 5.3. Confusion matrix of N1

96% a g n t X s
a 100% 0 0 0 0 0
g 0 100% 0 0 0 0
n 0 0 100% 0 0 0
t 0 0 0 100% 0 0
X 10% 0 0 0 90% 0
s 0 10% 0 0 0 90%

TABLE 5.4. Confusion matrix of N2

75% 0 c f g g %]
o] 70% 0 0 0 20% 10%
c 0 30% 0 50% 0 10%
f 0 0 90% | 10% 0 0
g 0 0 0 100% 0 0
q 10% 0 0 40% | 60% 0
%] 0 10% 0 0 0 100%

TABLE 5.5. Confusion matrix of N3

78% 0 c f g q %]
o} 80% 0 0 0 20% 0
c 0 90% 10% 0 0 0

f 0 0 90% 0 10% 0
g 0 0 0 40% | 60% 0
q 10% 0 0 20% | 80% 0
@ 0 10% 0 0 10%| 90%

TABLE 5.6. Confusion matrix of N4
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5.3 Performance analysis of segmentation module

As we explained in Section 3.2, in order to recegmatural human gesture, both
recognition and auto segmentation are important. fdéeis on the combination
performance of auto segmentation technique and HiMt¥le second experiment.

As we predicted, the accuracy is much lower thanabtcuracy when manually
segment is used. From Table 5.7, we can see thatytem we developed can not be
used in practical. For the worst case, we get @Bt accuracy. Please refer to Table
5.10, the recognizer is totally confused that i cent tell any difference between
gestures. The recognizer considers all gestureg. driee situation did not change too
much when we change to richer library V2. Gestoye and g still can not be
recognized in Table 5.11. The conclusion is threshbased algorithm we
implemented is not very good. It can not handlersagation work properly.

S1 S2
V1| 32% | 17%
V2| 43% | 33%
TABLE 5.7. Summary of accuracy

However, the recognizer get benefit from gestuteSde which looks different
from each other. Although the recognition rate e$tgreg andx still very low, the
final accuracy is better than S2. Table 5.8 to &dhll1l depicts the detail accuracy
information on each test.

32% a g n t X s
a 50% 30% 0 0 40% 10%
g 40% 0% 0 0 0 60%
n 80% 0 10% 0 0 10%
t 10% 20% 0 0% 10% 80%
X 0 10% 0 0 30% 70%
S 0 0 0 0 0 100%

TABLE 5.8. Confusion matrix of N1

43% a g n t X s
a 40% 20% 40% 0 0 0
g 0 10% 0 0 0 90%
n 10% 10% | 40% 0 40% 0
t 10% 0 0 70% 0 20%
X 0 10% 30% 0 0% 60%
S 0 0 0 0 0 100%

TABLE 5.9. Confusion matrix of N2
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17% 0 c f g q %]
o] 0% 0 0 0 100% 0
c 0 0% 0 0 100% 0
f 0 0 0% 0 100% 0
g 0 0 0 0% 100% 0
q 0 0 0 0 100% 0
%] 0 0 0 0 100%| 0%

TABLE 5.10. Confusion matrix of N3

33% 0 c f g q %)
o] 0% 10% 40% 0 30% 20%
c 0 0% 70% 0 30% 0
f 0 0 80% 0 20% 0
g 0 0 20% 0% 80% 0
q 0 0 10% 0 90% 0
1] 0 40% 0 0 30%| 30%

TABLE 5.11. Confusion matrix of N4

Another thing we should notice is all these tragiand test gestures are

performed by developers. If a new user tries tothsesystem, in order to keep high
accuracy, user has to spend large amount of tinkeato how to correctly perform a
recognizable gesture, otherwise train their ownugesset is desired.

This experiment tells us the truth to design awisafid practical gesture interface.

We need to follow[24]:

<>
<>

Do usability testing on the systemDon’t just rely on the designer’s intuition.

Do avoid temporal segmentation if feasibleAt least with the current state of
the art, segmentation of gestures can be quitéculiffaccording to literature
review.

Don't tire the user. When a user is forced to make frequent, awkwargyecise
gestures, the user can become fatigued quicklyekample, holding one’s arm
in the air to make repeated hand gestures beconmesviery quickly.

Don’t make the gestures to be recognized too similaFor ease of classification
and to help the user.

Don't require precise motion. Especially when motioning in space with no
tactile feedback, it is difficult to make highlyawate or repeatable gestures.
Don't increase the user’s cognitive load. Having to remember the whats,
wheres, and hows of a gestural interface can makgpressive to the user. The
system’s gestures should be as intuitive and sirapl@ossible. The learning
curve for a gesture interface is more difficultrtfar a mouse and menu interface,
since it requires recall rather than just recognitamong a list.
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6. Future Work and Conclusion

In this project, we implemented our own gestureogaition system based on
sensor technology and machine learning. We achiéigitest 96% accuracy when
data sequence is manually segmented. Auto segnoengdgjorithm we implemented
is not as good as we expected. In future, to devalasable system, how to correctly
and efficiently segment data stream is the keyeisgel need to solve.

We learned a lot from this project, and got insgirin our opinion, with proper
extension, the system we built can do more thiBgsce the software part really does
not concern what kind of data it receives. It oldgrns different patterns of data, so
theoretically all data captured from sensors naenathat type they are can be fed to
recognition engine to get trained and to recogpetéerns latter.

We did not integrate multiple wireless nodes s throject. First, wireless
communication may interference with each other. B&keve, if ALOHA is used, it
will introduce more delays which will tremendouglffect the usability of this near
real time application. Second, in real time appiaahow to precisely synchronize
time between multiple nodes is also hard to sdbeeto take a consistent snap shot of
state from all distributed sensors at a pointroktis hard to achieve.

Another important issue is we believe that dataimgi on sensor network system
and data stream system will become a popular refsearea. Based on the
characteristics of massively distributed WSN, wésy difficult for human to identify
complex patterns from thousands of readings. Asasawe know, majority of WSN
applications nowadays, do the data analysis off. lDomplex events or series events
can not be detected easily. In future, data mimilggrithm should be distributed on
each sensor node to identify events intelligenflie believe the autonomous and
pervasive WSN and BSN applications will hugely dmarour way of living in
foreseeable future.
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